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Abstract 
 

The preparation of educational and methodological documentation in educational institutions is an 
important element of the educational process. The purpose of the scientific article is to develop quality 
criteria for the educational and methodological complex of the discipline. We pay attention on checking 
the compliance of the document content. The paper presents the criteria for the effectiveness of the 
developing the educational-methodical complex of disciplines. We propose the method for improving the 
quality of educational and methodical documentation based on the work of a neural network.  The method 
allows automating the process of checking educational and methodical documentation for the content. 
Natural language processing (Bert tokenizer) and machine learning methods (regression methods) are 
used as a tool. The problem of the quality of educational and methodological documentation can be 
solved by introducing specialized automated systems and their modules, which allow not only to generate 
appropriate templates for educational and methodological documentation but also to check the internal 
content of documents.    
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1. Introduction  

Every year higher education organizations prepare a large number of new work programs of 

disciplines or update existing ones. The methodological departments are engaged in the quality control of 

the educational and methodical complex of the discipline (EMCD) which includes the working programs 

(plans) of the disciplines (WP) and the funds of evaluation means (FOM). Methodologists, as a rule, 

check for compliance with the EMCD to a number of criteria including compliance with the federal state 

educational standard (FSES) of the training area, curriculum, discipline competencies, relevance of the 

list of references and software licenses for the implementation of the course. It is difficult to check the 

content of the annotation and the WP and FOM itself. The compilers of the EMCD are specialists in their 

narrow field. So, this task may seem easier for them. But we are also talking about large volumes. Natural 

language processing and machine learning techniques can simplify the work of checking the quality of 

content. 

2. Problem Statement 

For a long time now the development of the WP has not been completely done by teachers and 

methodologists manually. For this, for example, internal automated information systems AIS or LMS-

Learning Management System are used (Kosmachyova et al., 2016; Rogov et al., 2017). 

LMS is a software application designed for creating training courses. The system allows to 

structure the training material by section, lay out assignments, conduct online seminars, track the progress 

of students, etc. (Belozyorova & Chyiko, 2019; Cole & Foster, 2007; Dias et al., 2013; Kats, 2010; 

Menshikov et al., 2006; Vong & Prokhorova, 2015). 

For these purposes the National Research University Higher School of Economics (NRU HSE) 

successfully implements a special module-constructor "Programs of Academic Disciplines" available to 

teachers in the personal accounts of the LMS. The module is based on the approved rules for drawing up 

curricula for academic disciplines. The module helps the teacher to design the program according to the 

approved format, publish the abbreviated version on the HSE portal for external users and the full version 

within the corporate system for use by the participants of the educational process: students, teachers, 

administration. The base of programs of academic disciplines is formed and stored in electronic form 

(Shalakmov & Starichkova, 2015). 

SUAI has a specially developed information system coupled with LMS Moodle named AIS SUAI. 

AIS SUAI allows to form WP templates. The templates already have a certain partially completed form. 

Information is indicated on the number of hours allocated for the discipline, semester, in accordance with 

the curriculum, competencies, type of control. The teacher fills in the content part exclusively by hands. 

Then the programs are uploaded manually in the AIS SUAI. At these stages technical errors are not 

excluded: 

i. the teacher mixed up the file, entered incorrect text or accidentally copied the material; 

ii. a person who is responsible for uploading files to AIS SUAI can make mistakes in cells, upload 

mathematics to physics, as an example. 
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It is possible to solve the issue of improving the quality of the content of the EMCD by 

introducing specialized intelligent digital systems: machine learning and natural language processing 

methods. 

3. Research Questions 

Machine learning methods are widely used to solve various technical and business tasks such as 

the creation of recommender systems, image analysis and processing, big data analysis, etc. The paper 

proposes a method that allows you to check the correctness of textual information based on natural 

language processing and supervised machine learning. The principle of operation is based on the use of 

supervised machine learning tools, i.e. initially; a software product is prepared, trained in advance for the 

topic. 

The method can be divided into the following steps: 

i. Preparation of a training sample by topic; 

ii. Preparation of the model, program code, training of the model: 

iii. Converting textual information to tensor for machine learning model, 

iv. Application of the machine learning method. 

v. Assessment of the quality of the result; 

vi. Testing on real data. 

4. Purpose of the Study 

Let us consider the method of automated verification of EMCD using the example of the discipline 

"Metrology". The preparation of the training dataset takes a significant amount of time: a table of two 

columns is compiled from authoritative publications (Bavikin, 2019; Dehtyarev, 2021; Gribanova, 2019; 

Okrepilov et al., 2021). The columns named as; 

Text, which has a text information; 

y / n, shows how the text information corresponds to the topic of the dataset (in this case it is 

metrology). 

An example of a training dataset is shown in Table 1 for five rows. Each row of the column Text 

contains no more than two or three sentences related to the discipline Metrology in accordance with 

authoritative sources. In addition to information corresponding to the discipline "Metrology", lines with 

similar terminology from related disciplines such as mathematics, physics, chemistry, etc. have been 

collected. Also data from other areas not directly related to metrology have been used: cultural studies, 

foreign language, history, etc. 

The column y / n contains binary information: 1 and 0. One (1) corresponds to information related 

to metrology, 0 means that the text belongs to another scientific field. 

When creating a training dataset, attention should be paid to the number of characters in a line. For 

the code quick work the value of characters should not exceed 300 items. Lines that are too long are 

discarded or split into shorter 
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Table 1.  Training data set for the discipline "Metrology" 
Text y/n 

establishment of units of physical quantities, state standards and exemplary measuring 
instruments 1 

Metrology is the science of measurements, methods and means of ensuring their unity and ways 
to achieve the required accuracy. 1 

Theoretical metrology is a branch of metrology the subject of which is the development of the 
fundamental foundations of metrology. 1 

development of theory, methods and means of measurement and control; 1 
ensuring the uniformity of measurements 1 

 

When examining a manually prepared training dataset consisting of 5000 lines the most common 

words associated with the discipline of metrology are measurement, means, result, method, magnitude, 

etc. 

5. Research Methods 

Initially our dataset is the text that is not understandable to the machine. To do this we will 

translate the text into a machine language. After this procedure we can use machine learning models. 

Thus we are talking about sequential work with two models and the dataset from one model to another is 

transmitted in the form of vectors (matrix) of a certain dimension. 

Modern tasks of natural language processing, transforming the text into a vector, are quite well 

solved using the PyTorch-Transformers library (the library of modern pre-trained models). Models allow 

to prepare unlabeled text dataset for further building machine learning models (Liu et al., 2019). A 

mechanism that studies the contextual relationship between words (or subwords) in a text. Transformer 

includes two separate mechanisms - an encoder (which reads the input text) and a decoder (which makes 

a prediction for the task). 

The BERT model is currently one of the most advanced and is based on the Google search engine. 

Soon after the release of the document describing the model the team also opened the source code of the 

model and made available for download versions of the model that had already been pretrained on 

massive datasets. 

BERT is a model that has broken several records for solving natural language processing 

problems. BERT is a pretrained TransformerEncoder stack. There are two main BERT models in 

different sizes: 

BERT BASE 

BERT HUGE 

Both sizes of the BERT model have a large number of encoder layers. 

BERT accepts a sequence of words (a sentence) as input and outputs the sentence as a numeric 

array. This matrix is used as input for the selected machine learning model: regression, classification, etc. 

Classic BERT requires a lot of computing resources, data volumes, computer performance. Due to 

which it can be difficult to run on any device. The classic BERT serves as a good starting point for 

modernizing your code. Its derivatives RoBERTa which can improve performance and DistilBERT which 
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increases the output speed, have shown good results in different areas (Sanh et al., 2020; Vaswani et al., 

2017). Let's consider each variation in more detail. 

DistilBERT is an open source minified version of BERT. It is a lighter and faster version of BERT 

and is roughly in line with its specifications. The algorithm is based on the approximation of a large 

neural network to a smaller one. The optimization function is based on the Kullback-Leiber divergence 

(Vaswani et al., 2017). DistilBERT reduces the size of the BERT model by 40% while still delivering 

97% performance. DistilBERT is able to understand natural language 60% faster. Thus DistilBERT 

allows increasing the speed with some loss in quality, insignificant in some tasks. 

Another model (RoBERTa) was given sufficient attention by the developers to forecasting metrics, 

due to which the model can provide high accuracy. The RoBERTa approach is a reworking of BERT with 

improved training methodology (Sanh et al., 2020). RoBERTa allows for more data processing and has 

more processing power. The model differs from the classic BERT by dynamic masking. 

To select the optimal method for transforming a natural language into a machine language 400 

rows were randomly selected from the training dataset. Then three modifications of the BERT algorithm 

were applied (RoBERTa, DistilBERT, BERTBase). The resulting matrices were processed by the 

Logistic Regression algorithm and the accuracy of the decision was estimated by the Score metric as well 

as by the assessment of the cross-validation sample. The results are shown in Table 2.  

 

Table 2.  Compression of natural language processing algorithms 
Algorithm Model trainingtime Cross validationscore (n = 5) 
BERT Base 4 min 46 sec array([0.822, 0.733, 0.711, 0.711, 0.8]) 
DistilBERT 2 min 6 sec array([0.689, 0.733, 0.844, 0.733, 0.8]) 
RoBERTa 6 min 36 sec array([0.844, 0.822, 0.778, 0.822, 0.8]) 

 

The DistilBERT algorithm is indeed significantly faster than the classic BERT Base but it loses in 

accuracy, only slightly. RoBERTa has the expected high accuracy but the speed of working and the 

resources required are too big. Let's stop on the DistilBERT algorithm. 

Next the training dataset was used to train the stack of natural language processing models 

DistilBERT and machine learning logistic regression. 

6. Findings 

Let's consider how a trained model works on real data. For this dataset of WP, EMCD or WP 

annotations are loaded. The program processes the data from a table, the test dataset. After that the test 

dataset is converted into a numeric array using the DistiBERT algorithm as was done for the training 

dataset. The result is predicted for each line, averaged and rounded to an integer value, the answer will be 

0 or 1. If the content of the text matches its subject the screen displays “Content matches the discipline”, 

otherwise the message “Error, check file” appears. It takes no more than 22 seconds to check one EMCD. 
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7. Conclusion 

A method for automated verification of quality indicators related to the substantive part of the 

EMCD is proposed: compliance of the content of the document with the discipline. The method is based 

on natural language processing algorithms DistilBERT and machine learning algorithm 

LogisticRegression. The method allows to significantly reduce the time for checking the EMCD, thereby 

improving the quality and increasing the efficiency of the process of developing the EMCD. 
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