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Abstract 
 

The paper is dedicated to the application of cluster approach to manage territory development using 
artificial intelligence for making rational managerial decisions. The aim set in the paper consists in the 
necessity to form different approaches to manage regions depending on the region social-economic indexes. 
14 parameters were chosen for this, based on which the regions were clustered into 3 groups. For regions 
from different clusters different approaches for managing them can be applied to reveal weak indexes of 
the region and make the decision on changing their development strategy and improving their social-
economic conditions. To reach the foregoing aim the authors applied the clusterization algorithm: self-
organizing maps using analytical platform “Deductor”. The research results are significant and important 
for the economy as a whole.  The Deductor analytical platform has provided complete solutions related to 
the processing and analysis of structured data. The field of application of the research results is associated 
with the subsequent formation of proposals and recommendations for the development of organizational, 
legal, methodological, economic and other measures to manage the development of territories.    
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1. Introduction 

Currently, social-economic development of a country, including the development of economic 

sectors, shifts from the application of program- and goal-oriented approach to program-oriented and 

prognostic approach. The essence of the program-oriented and prognostic approach consists in the forecast 

development, probable judgment on the condition of some social-economic phenomenon in future. The aim 

is always a forecast forming a possible certain result. Since it is impossible to use the same approaches for 

managing an economic entity, the necessity in clusterization arises, i.e. the necessity to combine same-type 

objects or ones similar in some characteristics into groups (clusters). 

2. Problem Statement 

Actually, in general, the cluster approach gains popularity in economy. In recent years, many papers 

on this subject have been published by Russian authors (Gorochnaya et al., 2020; Ilyasov et al., 2019; 

Koroleva & Kurnikova, 2020; Kudryavtseva et al., 2020;  Perminova et al., 2019; Perova & Papko, 2019;  

Taranova et al., 2015; Zhelnova, 2012) and by authors from other countries (Haddad & Rahman, 2020; 

Kumar et al., 2017; Ma et al., 2020; Mishchenko & Mishchenko, 2018) on the necessity to group regions 

depending on their particularities and differentiate the approaches for managing regions (Baranov et al., 

2015). Researchers use modern data mining methods, in particular, self-organizing maps as one of the 

clusterization methods (Gritsay et al., 2018; Liashenko et al., 2018; Orazi et al., 2020). 

3. Research Questions 

In course of the study the following questions were raised: 

 

 What is the role of the cluster approach to regional governance? 

 What are Kohonen self-organizing maps? 

 What will allow for cluster analysis of data? 

4. Purpose of the Study 

In this paper it is proposed to illustrate the application of self-organizing maps for clustering the 

regions of Volga Federal District of Russia and define the requirements for initial data. 

5. Research Methods 

Self-organizing maps can be used to solve such problems as modeling, forecasting, searching for 

regularities in data bulks, revealing sets of independent features. 

A self-organizing map (SOM) is a neural network variety. The algorithm of SOM functioning 

represents a variant of multidimensional vector clusterization.     

This algorithm determines the location of clusters in multidimensional space of factors. The initial 

data will refer to some cluster depending on the distance to it. Apparently, it is difficult to represent the 
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multidimensional space graphically. The mechanism of SOM development allows depicting the 

multidimensional space two-dimensionally, which is more convenient for visualizing and interpreting the 

results by analytics. 

The map learning consists in the sequence of correction of vectors being the analogs of neurons of 

the neural network. At each learning stage, one of the vectors is randomly selected based on the initial data 

set and then the vector of neuron coefficients, most similar to it, is searched for. Besides, the neuron-winner 

is selected, the one most similar to the input vector. In this problem under similarity we understand the 

distance between vectors usually calculated in Cartesian space.    

After the neuron-winner is found, the map weights are corrected. Besides, the vector describing the 

neuron-winner and vectors describing its neighbors in the network are moved in the input vector direction.   

The process of self-organizing map development and learning in Deductor Studio system is 

implemented with the help of analysis tool “Self-organizing map” of the data processing wizard and 

contains the following stages:    

 

 selection of field mapping;  

 adjustment of field normalization;   

 adjustment of learning set;  

 adjustment of learning parameters;  

 adjustment of learning shutoff conditions; 

 start of learning process; 

 selection of data display method.   

 

In Deductor analytical platform by BaseGroup Labs the main emphasis is made on self-learning 

methods and machine learning. Deductor consists of the parts shown in Figure 1. 

 

 

 Components of Deductor analytical platform  
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A self-organizing map (SOM) is a neural network with unsupervised learning, performing the task 

of visualization and clusterization. With such learning, the learning set consists only of the values of input 

variables, there is no comparison of neuron inputs with reference values during the learning process.  

Kohonen layer comprises some amount (n) of parallely acting linear elements. All of them have a 

similar number of inputs (m) and get one and the same vector of input signals at their inputs 𝑥𝑥 = (𝑥𝑥1,⋯𝑥𝑥𝑚𝑚). 

At the output of 𝑗𝑗 linear element we obtain the following signal: 

𝑦𝑦𝑗𝑗 = 𝑤𝑤𝑗𝑗0 + �𝑤𝑤𝑗𝑗𝑗𝑗𝑥𝑥𝑗𝑗

𝑚𝑚

𝑗𝑗=1

 

where 𝑤𝑤𝑗𝑗𝑗𝑗 – weight coefficient of 𝑖𝑖 input of 𝑗𝑗 neuron, 

𝑤𝑤𝑗𝑗0 – threshold coefficient. 

After passing through the layer of linear elements, the signals are sent for processing following the 

rule “the winner takes all”: the maximum output signal is searched for among output signals 𝑦𝑦𝑗𝑗; its number: 

𝑗𝑗𝑚𝑚𝑚𝑚𝑚𝑚 = arg 𝑗𝑗𝑗𝑗𝑗𝑗𝑥𝑥�𝑦𝑦𝑗𝑗� 

Finally, the signal with number 𝑗𝑗𝑗𝑗𝑗𝑗𝑥𝑥 equals one at the output, the others equal zero. If the maximum 

is reached for several 𝑗𝑗𝑗𝑗𝑗𝑗𝑥𝑥, then either all corresponding signals are taken as one or only the first in the 

list (by convention).   

Widely spread are Kohonen layers constructed as follows: point 𝑊𝑊𝑗𝑗 = �𝑤𝑤𝑗𝑗1,⋯𝑤𝑤𝑗𝑗𝑚𝑚� is associated 

for each (𝑗𝑗) neuron in 𝑗𝑗-dimensional space (signal space). For input vector 𝑥𝑥 = (𝑥𝑥1,⋯𝑥𝑥𝑚𝑚) its Euclidian 

distances 𝜌𝜌𝑗𝑗(𝑥𝑥) are calculated to points 𝑊𝑊𝑗𝑗 and “the nearest takes all” – the neuron, for which this distance 

is minimal, provides one, the others – zeros. It should be pointed out that to compare the distances it is 

sufficient to calculate the signal linear function:  

𝜌𝜌𝑗𝑗(𝑥𝑥)2 = �𝑥𝑥 −𝑊𝑊𝑗𝑗�
2 = �𝑊𝑊𝑗𝑗�

2 − 2�𝑤𝑤𝑗𝑗𝑗𝑗𝑥𝑥𝑗𝑗 + ‖𝑥𝑥‖2
𝑚𝑚

𝑗𝑗=1

 

The last summand ‖𝑥𝑥‖2 is the same for all neurons, therefore, it is not required to find the nearest 

point. The problem comes down to search for the number of the maximum value of linear functions:  

𝑗𝑗𝑚𝑚𝑚𝑚𝑚𝑚 = arg 𝑗𝑗𝑗𝑗𝑗𝑗𝑥𝑥 ��𝑤𝑤𝑗𝑗𝑗𝑗𝑥𝑥𝑗𝑗 −
1
2
�𝑊𝑊𝑗𝑗�

2
𝑚𝑚

𝑗𝑗=1

� 

Thus, the coordinates of point 𝑊𝑊𝑗𝑗 = �𝑤𝑤𝑗𝑗1,⋯𝑤𝑤𝑗𝑗𝑚𝑚� coincide with the linear neuron weights of 

Kohonen layer (besides, the threshold value of coefficient 𝑤𝑤𝑗𝑗0 = −�𝑊𝑊𝑗𝑗�
2/2). 

If points 𝑊𝑊𝑗𝑗 = �𝑤𝑤𝑗𝑗1,⋯𝑤𝑤𝑗𝑗𝑚𝑚� are set, 𝑗𝑗-dimensional space is split into corresponding Voronoi-

Dirichlet polyhedrons 𝑉𝑉𝑗𝑗: polyhedron 𝑉𝑉𝑗𝑗 consists of the points closer to 𝑊𝑊𝑗𝑗, then to other 𝑊𝑊𝑘𝑘(𝑘𝑘 ≠ 𝑗𝑗). 

In this case, the learning does not consist in error minimization but in weight tune-up (internal 

parameters of neural network) for the most coincidence with input data. The obtained map can be used as 

visualization means for data analysis. As the learning result, SOM classifies input examples into clusters 

(groups of similar examples) and visually reflect multidimensional input data on the surface of neurons. 

The SOM neurons are placed in the form of 2D matrix, the matrix is colored depending on the analyzed 
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parameters of neurons. The group of objects marked with red color has the largest values of the index under 

consideration, and the group marked with blue color – the smallest. 

Let us consider the process of complex intellectual data analysis on the example of the analysis of 

main social-economic indexes of the regions of Volga Federal District (Territorial body of the Federal State 

Statistics Service for the Udmurt Republic, 2021). 

6. Findings 

When analyzing, the following types of statistical data on 14 regions, territories and republics of this 

federal district were used:  

 

 volume of executed works by the activity type “Construction”, mln rubles;  

 commissioning of residential buildings, sq.m. of total area; 

 retail turnover, mln rubles;  

 volume of paid services for people, taking into account shadow economy, mln rubles; 

 total volume of wholesale turnover, mln rubles;  

 average monthly salary of personnel, rubles;  

 aggregate index of consumer prices for goods and paid services;  

 price index of manufacturers of industrial goods;  

 salary growth; 

 production index by the activity types: “Mining works”, “Manufacturing” and “Production and 

distribution of electrical power, gas and water”.   

 

Since the regions of Volga Federal District differ rather significantly by the sizes of their territories, 

the information about the areas of the territories of the regions of this district were also used to obtain more 

correct analysis results (Areas of the territories of the regions of the Volga Federal District, 2021). 

At the same time, the data complex analysis comprised such analysis types as cluster analysis (using 

self-organizing maps), neural network development (using mode “Neural network” of processing wizard) 

and decision tree derivation.    

The data cluster analysis was carried out using SOM of Deductor Studio system, as a result, three 

groups of regions with different social-economic indexes were revealed.  

Cluster No 0 located in the right area of self-organizing maps (Figure 2) comprised Perm Territory, 

Kirov Region, Republic of Mari El and Republic of Mordovia. This cluster is characterized by high index 

of production growth by the activity types: “Mining works”, “Manufacturing” and “Production and 

distribution of electrical power, gas and water”, but, at the same time, rather low volume of executed works 

by the activity type “Construction”, rather small retail turnover and high index of price growth of 

manufacturers of industrial goods.  

Perm Territory has the best indexes in the majority of items out of the regions in this cluster; 

moreover, this territory is one of the leaders in the level of average monthly salary in the whole Volga 

Federal District. But it should be pointed out that Perm Territory is the largest region of the district (about 
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160 thsd. sq. km), while Republic of Mari El and Republic of Mordovia have the territories of only 23 thsd. 

sq. km and 26 thsd. sq. km, respectively.   

 

 

 Results of data cluster analysis  

Cluster No 1 located in the central area of self-organizing maps comprised Nizhny Novgorod, 

Orenburg, Samara and Saratov Regions, Republic of Bashkortostan, Republic of Tatarstan and Chuvash 

Republic. The majority of the regions of this cluster are the leaders in such indexes as the volume of 

executed works by the activity type “Construction”, commissioning of residential buildings, retail turnover, 

volume of paid services for people, taking into account shadow economy, total volume of wholesale 

turnover and salary growth. But, at the same time, these regions have rather high aggregate growth index 

of consumer prices for goods and paid services, and high price growth index of manufacturers of industrial 

goods. 

Republic of Tatarstan, Republic of Bashkortostan, Nizhny Novgorod and Samara Regions have the 

best economic indexes among the regions of this cluster. Chuvash Republic has the worst indexes of 

executed works by the activity type “Construction”, retail and wholesale turnover. But, at the same time, it 
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should be pointed out that this republic has the smallest territory (in comparison with other regions of the 

district) – only 18 thsd. sq. km.  

Cluster No 2 located in the left area of self-organizing maps comprised Udmurt Republic, Penza and 

Ulyanovsk Regions. All these regions have small territories – from 37 up to 43 thsd. sq. km. They are 

characterized by average values of indexes of commissioning of residential buildings and retail turnover, 

low production growth index by the activity types: “Mining works”, “Manufacturing” and “Production and 

distribution of electrical power, gas and water”. At the same time, these regions have the salary level 

average for Volga Federal District, but rather high aggregate growth index of consumer prices for goods 

and paid services. 

7. Conclusion 

The data set containing a number of main social-economic indexes for 14 regions, territories and 

republics of Volga Federal District was formed based on the open statistical reporting, which can be used 

for clustering the regions. The data cluster analysis was carried out with the help of analysis tool “Self-

organizing map” of the processing wizard of Deductor Studio Academic system, as a result, the groups of 

regions with different social-economic indexes were revealed.  

The methodology obtained can be applied when analyzing social-economic indexes of regions, and 

can be also used by specialists to make managerial decisions when operating the economic policy in these 

regions. Splitting into clusters will make it possible to use differentiated approach to manage the regions, 

reveal weak indexes of the regions and make the decision on changing their development strategy to 

improve their social-economic conditions. 
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