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Abstract 
 

Scoring is one of the main tools in the banking system to determine the creditworthiness of customers. 

There are many methods for processing and storing customer information, but the effectiveness of these 

methods is related to the quality of the data provided and the process of their processing. In this regard, 

there is a need to study methods and find the optimal one. This article describes the possibility of using the 

support vector machine (SVM) to solve the credit scoring problems. The concept and essence of the SVM 

are considered. The support vector machine permits to build a good classifier with a minimum of initial 

features. In difference with other methods, the SVM is the most optimal for determining the 

creditworthiness of a client.   We trained the sample on one set and checked on another test sample. As a 

result of testing the support vector machine (50 starts), a minimum error of 15.6% was obtained. The article 

also proposes a structural-functional model of the loan processing system using this method. The article 

describes the decision-making process for granting a loan in the form of a structural-functional model in 

the form of a diagram. The structural and functional model involves the application of the process of 

processing loan applications using the support vector machine as a software module in an automated 

banking system.  
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1. Introduction 

A scoring system is a special computer program that banks use for a qualitative assessment of 

customers based on the personal data of borrowers. The scoring model is a weighted sum of certain 

characteristics. The result is an integral indicator (score), the higher the indicator, the higher the customer’s 

reliability (Skupchenko & Semeykin, 2009). In turn, a bank can sort own customers by the degree of 

increase in creditworthiness. Any bank gives everyone customers a rating, thus compiling a customer rating. 

The software produces a result, which resolves the issue of granting a loan or refusing it.  

The priority for formulating the credit scoring concept is usually given to David Durand. His 

research published in the National Bureau of Economic Research in 1941. The research contented 7200 

«good» and «bad» credit histories of loans with regular repayments provided by 37 companies. He applied 

the chi-square criterion to identify characteristics that markedly distinguished «bad» from «good», and 

developed a performance index designed to demonstrate how effective this characteristic is to differentiate 

the degree of risk («good» or «bad») among loan applicants (Durand, 1941; How Borrowers Can Use 

TransUnion, 2015). Of course, this research permitted to form a modern system for assessment the 

creditworthiness of borrowers using mathematical models. 

The large issue of credit cards stimulated the application of scoring by banks. As the number of 

people who applied for credit cards began to increase daily and banks needed to automate this process. The 

adaptation of the scoring system has led to the fact that not only the speed of processing the application for 

a loan has increased, but also the quality of risk assessment. According to many bank studies, the application 

of scoring systems helped to increase the bad debt level, which decreased to 50%, (Free Credit Reports, 

2017; Yap et al., 2011). 

Scoring advantages: 

 

 to optimization of costs for consideration of the application by automating the decision-making 

process and issuing a loan; 

 to reduction of the time for consideration of the application, that increase in the number and 

speed of processed applications; 

 to absence of subjective opinion of an expert when deciding on a loan; 

 to determination of the level of profitability and risk of the loan portfolio, etc. 

 to identification and prevention of fraud attempts. 

 

Scoring disadvantages: 

 

 a program doesn’t evaluate a real person, but the information that provides about it. Thus, a well-

trained client can present good information about you and this information guarantees to receive 

a loan; 

 a credit rating is made on the basis of data on those borrowers for whom a loan was issued by 

bank (Volkova et al., 2017a, 2017b).  
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The scoring models require constant refinement and updating, since over time, both socio-economic 

and lending conditions and behavior of people change too. In this regard, there is a need to modernize the 

credit scoring system based on various data mining methods. This paper discusses the possibility of using 

the support vector machine (SVM) to solve credit scoring problems. The main goal of such programs 

minimizes costs and reduces operational risks through automation in the decision-making process. Thus, 

there is a need to find the optimal algorithm for optimizing credit scoring. Scientists are testing different 

automation algorithms; we will try to justify the need to using the support vector method for solving credit 

scoring problems. 

The support vector machine (SVM) as a statistical classification method was proposed by  

Vapnik (1999). The work of V. Shen et al. is one of the first where the SVM was used to solve the credit 

scoring problem. The system of support vectors relative to the family of cores was used for credit scoring 

in the work of C. Lin (as cited in Hsu & Lin, 2002). 

Statistically significant performance differences are identified using the appropriate test statistics. It 

is found that both the SVM and neural network classifiers yield a very good performance, but also simple 

classifiers such as logistic regression and linear discriminant analysis perform very well for credit scoring 

(Baesens et al., 2003). 

The essence of the method is as follows. Let a learning set be given where  

{[𝑥𝑗; 𝑦𝑗]}𝑗=1,2…,𝑗,where 𝑥𝑗 ⊂ 𝑅 is a feature description object, 𝑦𝑗∈{−1;1} is a binary classifier. 

Equation of the form ⟨w, x⟩−w0=0, w∈R defines a hyperplane with a normal vector w, which separates in 

the space Rn classes objects: «good» y(j)=1 and «bad»  

y(j) = –1. 

The optimal dividing hyperplane is defined as the solution to the optimization problem: ‖w‖→min; 

y( j)(⟨w , x( j)⟩−w0)≥1, j=1,2,... ,l . 

In the case where a separating hyperplane exists, the value 
2

‖𝑤‖
 is a width of the line between points 

of different classes. The problem of finding the optimal separating hyperplane is solved by using the Kuhn 

– Tucker theorem.  Value L(w,w0,λ)=
1

2
⟨w ,w⟩—∑ 𝑦𝑗(〈𝑤, 𝑥𝑗〉 − 𝑤0)𝑗

𝑗=1 − 1 corresponds to the Lagrange 

function.  

Training Sample Object x(j) is called a support vector if λ j>0 and  

⟨w , x(j)⟩−w0=y( j)x(j). 

Vector w is a linear combination of support vectors:  ∑ 𝜆(𝑗)𝑦(𝑗)
𝑗 . 

Thus, for the actual construction of the vector w, a relatively small number of objects in the training 

set are used. This sparse property differ the support method from classical linear separators of the Fisher 

discriminant type. If the dividing plane does not exist (the training set is linearly not separable), the 

formulation of the optimization problem is adjusted. The amount of fines for errors is added to the objective 

function. 

A transition to a nonlinear separator using a core is also possible. The core is understood as a function 

K(x, x'), x, x'∈X such that K(x,x')=⟨φ(x),φ (x')⟩ for some reflection φ : X →Rm. Using the reflection φ, the 

linear separator can be constructed in space Rm. 
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Parameters Cj control the relative value of indicators. The following nuclear functions are most 

commonly use K(x(i), x(j))= ⟨x(i), x(j)⟩– linear model; 

K(x(i), x(j)) = (⟨x(i), x(j)⟩+1d) – polynomial degree model d; 

K(x(i), x(j))=exp  The Gaussian radial basis function  with parameter is σ. 

For a new object, the prediction is constructed according to the formula y =

sgn (∑ 𝜆𝑗 𝑗
𝑦(𝑗)𝐾(𝑥(𝑖), 𝑥)𝑏𝑗) , where 𝑏𝑗 = ∑ 𝜆𝑗𝑗 𝑦(𝑗)𝐾(𝑥𝑖 , 𝑥(𝑗)). 

The support vector machine permits to build a good classifier with a minimum of initial features. 

The main idea of the classifier on support vectors is to build a separating surface using only a small subset 

of points lying in the zone critical for separation, while the remaining correctly classified observations of 

the training sample outside this zone are ignored (more precisely, there are a «reservoir» for optimization 

algorithm). The search for a solution reduces to the convenient quadratic optimization problem with linear 

constraints, which is guaranteed to converge to one global minimum (Khemais et al., 2016; Lugger, 2004). 

Since the location of a hyperplane is influenced only by observations that lie on the boundaries of the gap 

or violate it, the decision rule of such a classifier is quite resistant to outliers of most points located outside 

the «critical zone» of separation (Louzada et al., 2011). This property distinguishes it from the properties 

of other classifiers. 

 

2. Problem Statement 

In modern time the scoring development in Russia is limited by lending volumes still low by Western 

standards, as well as rapidly changing political and economic conditions. Russian banks and rating agencies 

don`t have enough information about customers in order to build effective mathematical models that 

provide demand for retail lending, refinancing, on the one hand, and on the other hand minimizing bank 

risks. 

 

2.1. How banks solve credit scoring problems 

To solve this problem, banks should make in the following ways: 

 

 the first way is connected with using the “traditional” model already developed abroad, with its 

mandatory adaptation to the Russian banking system and the economy; 

 the second method is connected with an abandon the application of scoring at the initial stage 

and issue loans to everyone on the basis of a standard check in order to accumulate the necessary 

credit history. After that, the banks will be able to develop their own scoring model based on 

these expert assessments, which is rather intuitive, but very effective. In terms of financial costs, 

it will be more expensive, but adapted for each bank. 

 

It is necessary to study and test a number of methods using the software «Matlab» for research the 

automation algorithms of the credit scoring and find the most suitable one. The application of credit scoring 

is an expensive system in the regional banking market, as each bank has certain specificity, therefore.  It is 

necessary to analyze the methods and algorithms for making decisions on granting loans to borrowers and 
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offer the optimal sstructural-functional model of the processing system of submitted loan applications using 

the support vector method. 

 

2.2. Using the SVM Method in a Data Classification Problem 

Support Vector Machine (SVM) has proven itself in the processing of statistical data. SVM refers 

to controlled algorithms machine learning. Currently, the SVM algorithm has been used successfully for 

solving classification problems in various application fields. Of significant interest in the development of 

the SVM classifier is solving the problem associated with the selection of optimal values of such parameters 

classifier: type of core function, values of core function parameters; values regularization parameter, that 

are predefined by the user and do not change in the learning process.   

 

3. Research Questions 

Is the support vector machine optimal for solving credit scoring problems? What error does it 

produce when analysing data? 

How can this method be installed in an automated banking system for processing loan applications? 

 

4. Purpose of the Study 

It is assumed that the support vector machine is optimal for using in a credit scoring. The structure 

of an automated banking system for issuing loans is considered and it is proposed to use SVM when 

processing data about the borrower, as it produces the smallest error in calculations and quickly analyses 

information than, for example, a neural network. 

 

5. Research Methods 

Credit scoring models helps to categorize the applicants into two classes: in one case the applicants 

are accepted and in other cases applicants are rejected (Korneev, 2001).  The algorithms or models with 

less computational time are more efficient and thus gives more profit to the banks or firms. As a result 

various methods for the decision making of loan analysis have been proposed. The approach helps to detect 

fraud, assess creditworthiness presented the various classification techniques for credit scoring.  An 

effective loan analysis also helps to issue loans with minimum risk (Hand & Henley, 1997; Hens & Tiwari, 

2012; Weston, 2011).  

At the first stage, data processing is performed by the client on the basis of a scoring card by a bank 

employee. Further, the loan agent brings information to the customer base (Figure 01). 

Borrower data is transferred to an internal customer data warehouse. At this stage, the SVM enters 

the work on processing applications. 

Then, the data is normalized on an unprocessed request. The process prevents the appearance of 

redundancy of the stored data; the data is always stored in only one place, which makes the process of 

inserting, updating and deleting data easy. 

The next stage is a data-processing operation (at this stage, data from a scoring card is analysed). 

Denormalization of data permits to intentionally bring the database structure to a state that does not meet 

the normalization criteria to speed up read operations from the database by adding redundant data. In turn, 
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data denormalization sends information checks to the internal repository of data about borrowers. Thus, a 

system  accomplishes of a data-processing operation of the borrower application with the main aim of 

approving or not approving the loan (Figure 01). 

 

 

Figure 01. Structural and functional model of the loan application processing system 

 

The SVM description: to implement the classification task, a function is used (function = fitcsvm), 

the algorithm is also implemented by the «Matlab» software, all data was provided by the bank's archive 

for 2018. The total number of applications for consumer loans from individuals received for processing 

was 100. All loan applications from borrowers were anonymous. 

Function Description function=fitcsvm 

fitcsvm trains or cross-checks the reference SVM model for one-class and two-class (binary) 

classification in a low or medium size predictor dataset. fitcsvm supports the display of predictor data using 

kernel functions and supports sequential minimum optimization (SMO), iterative single data algorithm 

(ISDA), or minimizing soft L1 fields using quadratic programming to minimize the objective function (Hu 

et al., 2012; Lugger, 2004). 

To train the linear SVM model for binary classification on a multidimensional dataset, i.e. a dataset 

that includes many predictor variables, use fitclinear instead. 

To train a multiclass with combined binary models SVM, we use error correction output codes 

(ECOC). 

The division into test and random samples occurs randomly. The classification algorithm for the 

quality indicators of the decision gives the percentage of erroneous decisions. It is advisable to find the 

average value, coefficient of variation, standard deviation. The starting in the «Matlab» showed the 

following values (Figure 01): 

 

 
Figure 01. Values obtained in «Mathlab» 
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Next, we train the sample on one set and check on another test sample. We evaluate the work of 

starting this SVM algorithm. Based on the results of 50 starting, we obtain the following values (Table 02): 

 

Table 02. The obtained values after testing the SVM method 

Standard deviation 4.082482905 

Average 25 

Coefficient of variation 16% 

General dispersion 12.5 

Selective dispersion 16.66666667 

The standard deviation of the general 3.535533906 

The standard deviation of the sample 4.082482905 

 

6. Findings 

Learning by a neural network has an order of magnitude more complicated structure, because the 

program needs to select the appropriate number of neurons and hidden layers, so that the error is minimal. 

The neural network showed the result with 1 layer and 14 neurons, an error of 17.9%, despite the fact that 

1 layer was taken and the launch took place 25 times. When using the SVM, a minimum error of 15.6% 

was obtained at the first start. SVM operates 2 times faster than a neural network; this is due to the nature 

of the support vector method. Therefore, the support vector method is the most suitable classification 

algorithm for the credit scoring procedure. 

 

7. Conclusion 

An analysis of past experiments showed that an artificial neural network processes the data on 

borrowers several times longer than the SVM. We assume that this method and the developed structural-

functional model should be used in processing data on the issuance of consumer loans for small amounts. 

In general, a data processing mechanism has been proposed for the general automated bank system in the 

form of a structural-functional model based on the SVM, which shows the stage of processing data of the 

support vector machine. 
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