
European Proceedings of 
Social and Behavioural Sciences 

EpSBS 
www.europeanproceedings.com e-ISSN: 2357-1330

This is an Open Access article distributed under the terms of the Creative Commons Attribution-Noncommercial 4.0 
Unported License, permitting all non-commercial use, distribution, and reproduction in any medium, provided the original work is
properly cited. 

DOI: 10.15405/epsbs.2020.04.85 

PEDTR 2019 
18th International Scientific Conference “Problems of Enterprise Development: 

Theory and Practice”  

ESTIMATION OF THE GROSS OUTPUT VECTOR OF INTER-
SECTORAL BALANCE OF MACROECONOMIC SYSTEM    

D. V. Ivanov (a)*
*Corresponding author

(a) Samara State University of Economics, 443090, Soviet Army Str., 141, Samara, Russia, dvi85@list.ru

Abstract 

Inter-sectoral balance models in the economy are widely used. One of the main tasks solved using input – 
output analysis is the estimation of the gross output vector. This task refers to inverse problems. Inverse 
problems with a large number of variables are often ill conditioned. Solving ill conditioned problems leads 
to large errors in the solution, even with small errors in the source data. In this regard, the task of finding 
the gross output vector from inaccurate data is relevant. The paper considers the task of estimating the 
parameters of the gross output vector in the presence of errors in the direct cost matrix and the final 
consumption vector. The use of the total least squares (TLS) method is proposed. TLS estimation of the 
gross output vector is obtained using an augmented system of equations of inter-sectoral balance, which is 
equivalent to a normal biased system of linear equations. Numbers of condition for a normal biased system 
of equations of inter-sectoral balance and an equivalent augmented system of equations of inter-sectoral 
balance are given. Tests showed that the accuracy of the proposed estimate of the gross output vector is 
higher than that of the estimate obtained using the least squares (LS) method.   
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1. Introduction

Inter-sectoral balance models in the economy are widely used (Leontief, 1986; Miller & Blair,

2009). Input–output analysis is the name given to an analytical framework developed by Professor Wassily 

Leontief in the late 1930s, in recognition of which he received the Nobel Prize in Economic Science in 

1973. Input – output analysis applications are discussed in (Alabi, Munday, Swales, & Turner, 2019; Cassar 

& Rapa, 2018; Wang, Jiang, & Li, 2018, Richter, Mendis, Nies, & Sutherland, 2019). One of the main tasks 

solved using input – output analysis is the estimation of the gross output vector. This task refers to inverse 

problems. Inverse problems with a large number of variables are often ill-conditioned. Solving ill 

conditioned problems leads to big errors in the solution, even with small errors in the source data. In this 

regard, the task of finding the gross output vector from inaccurate data is relevant. 

2. Problem Statement

The system of equations of inter-sectoral balance can be written in matrix form:

(1) 

где ; ;  , 

 is gross output vector; 

 is    vector of the final product; 

 is direct cost matrix. 

Equation (1) is called the linear inter-sectoral balance equation. 

The main task of the inter-sectoral balance is to find such a vector of gross output , which, given 

the known matrix of direct costs , provides a given vector of the final product . 

We transform the equation (1) 

, (2) 

where  is unit matrix of dimension . 

If the matrix is singular, equation (2) has a unique solution 

(3) 

When solving real economic applications, the direct cost matrix, as well as the vector of the final 

product are unknown, and only their estimates are known. In addition, estimates of these parameters 

obtained by different calculation methods may vary. To estimate the gross output vector, it is necessary to 

solve an overdetermined system of linear equations with errors in the right and left parts. 

It is required to find an approximate solution to the system 

(4) 

где  , ,    , 
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from approximate values 

   

 

3. Research Questions 

The paper is devoted to the estimation of the gross output vector of the inter-sectoral balance of a 

macroeconomic system. The issue of estimating the parameters of the gross output vector in the presence 

of errors in the direct cost matrix and the final consumption vector is considered. An estimate of the gross 

output vector based on an augmented system of equations, which is equivalent to a normal biased system 

of equations, is proposed. 

 

4. Purpose of the Study 

The purpose of the paper is to develop a methodology for estimating the gross output vector in the 

presence of errors in variables. The condition numbers for a normal bias system of inter-industry balance 

equations and an equivalent augmented system of inter-industry balance equations are given. Tests have 

shown that the accuracy of the proposed estimate of the gross output vector is higher than that obtained 

using the least squares method   

  

5. Research Methods 

5.1. Solving the problem of the total least squares method on the basis of a normal biased 
system of equations 

Problem (4) can be solved by the total least squares method. The problem is reduced to finding a 

vector 

     (5) 

There are several approaches to minimizing (5). The first approach is based on the fact that the 

solution of problem (2) requires calculating the minimum singular number of the extended matrix 

 and the corresponding right singular vector corresponding to this number. 

The problem of finding a singular vector is a nonlinear vector problem. Its numerical solution is 

associated with significant difficulties associated with the stability of search algorithms, convergence 

issues, and high computational complexity. 

The second approach is based on solving a biased normal system. In (Zhdanov, 1988) it is shown 

that if the condition 

    (6) 

The solution to problem (4) can be obtained from a biased normal system of equations 

   (7) 
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When solving system (7), only the scalar problem of finding the minimum singular number remains 

nonlinear   

This task is always well-conditioned. The vector problem is linear. The system of linear algebraic 

equations (7) is always well-conditioned than the usual normal system. The condition number of the normal 

biased matrix is determined from the following relation: 

   (8) 

 

5.2. Solving the problem of the total least-squares method using an augmented system of 
equations with complex coefficients 

In (Zhdanov & Shamarov, 2000) it is proposed to use an augmented system equivalent to a biased 

normal system. 

      (9) 

or 

       (10) 

wherе  is arbitrary positive factor,  

- is imaginary unit , . 

The condition number of the matrix  has the form 

  (11) 

where  are maximum and minimum eigenvalues of the matrix   

The problem of finding the minimum value of the condition number can be considered as the 

problem of choosing the optimal factor : 

     (12) 

Problem (12) has no analytical solution, but can be solved by numerical methods. In practice, as an 

estimate, you can use 

     (13) 

Problem (11) can be solved, for example, using the LU decomposition. 

( )( )min , .I A Y- ! !s

( ) ( )( ) ( )
( )

2 2
max2

2 2 2
min

.
T I A

cond I A I A I
I A

- -æ ö- - - =ç ÷
è ø - -

!
! !

!

s s
s

s s

,CX Y=

( )

( )

0

0 0 ,
00

m m n

n m n n
T

n n

I k I A kr kY
I jk I kr

Xk I A jk I

´

´

æ ö
- æ ö æ öç ÷

ç ÷ ç ÷ç ÷ =ç ÷ ç ÷ç ÷
ç ÷ ç ÷ç ÷

- è ø è øç ÷
è ø

! !

!

ss

s

k

j 1j = -

( )C k

( )( )

( )
( )

( )
( )

2 2
max

3 22 2 22 2 2 maxmax
2 2 2 2 2 2min min

3 22 2 2
min

1 3 3cos arccos
3 2 11

,
1

1 3 3cos arccos
3 3 2 1

k

k kk k
cond C k

k k k

k k

æ öæ ö
-ç ÷ç ÷

ç ÷ç ÷
ç ÷ç ÷+ +ç ÷+ + è øè ø=

æ öæ ö+ + -ç ÷ç ÷
+ç ÷ç ÷

ç ÷ç ÷+ +ç ÷è øè ø

µ s

µ sµ s

µ s µ sp

µ s

max min,µ µ ( )( ) .TI A I A- -! !

k

( )( )20
inf
k
cond C k

>

( )
( ) ( )

max

2 2
min max

2ˆ .opt

I A
k

I A I A

- +
=

- + - +

!

! !

s s

s s s s

675



https://doi.org/10.15405/epsbs.2020.04.85 
Corresponding Author: D. V. Ivanov 
Selection and peer-review under responsibility of the Organizing Committee of the conference  
eISSN: 2357-1330 
 

 

6. Findings 

The gross output vector was estimated using 4 implementations of the system of equations (1) using 

the least squares method and the total least squares method based on the augmented system (11). 
The values of the direct cost matrix are shown in Table 01. 

 

Table 01.  Input–output coefficients of 10 industries  

 1 2 3 4 5 6 7 8 9 10 
1 0.151 0.001 0.001 0.013 0 0 0.238 0 0.003 0.01 
2 0.003 0.04 0.005 0.096 0.029 0.001 0.007 0.109 0.003 0.003 
3 0 0 0.199 0.002 0.008 0 0 0 0.001 0 
4 0.078 0.057 0.02 0.159 0.044 0.02 0.023 0.002 0.015 0.0640 
5 0.008 0.021 0.023 0.016 0.221 0.184 0.005 0.005 0.184 0.004 
6 0.007 0 0.001 0.001 0.004 0.261 0.002 0.001 0.012 0.003 
7 0.112 0.001 0 0.009 0.005 0.005 0.147 0.001 0.004 0.021 
8 0.01 0.005 0 0.025 0.045 0.013 0.01 0.173 0.002 0.009 
9 0.003 0.001 0 0 0 0 0 0 0 0.008 
10 0.107 0.18 0.121 0.177 0.126 0.169 0.161 0.127 0.054 0.227 

Source: authors based on (Ke, Sha, Yan, Zhang, & Wu, 2016). 

 

Errors in the input and output data were modeled by the addition of independent Gaussian distributed 

random variables . 50 simulations were performed.  

Test cases were compared by the normalized root mean square error (NRMSE) of parameter 

estimation, defined as 

 

The simulation results in Matlab are presented in Figure 01. 

 
Source: authors. 

Figure 01.  NRMSE of parameter estimation 
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Table 02 presents mean and standard deviation for  . 

 

Table 02.  Mean and standard deviation for  
 Mean( ) Standard Deviation( ) 
LS 0.0655 0.0170 
TLS 0.0598 0.0142 

Source: authors. 

 

Condition numbers for a normal biased system (7) and for equivalent augmented system (11) are:

 

   

7. Conclusion 

The paper proposes estimates the gross output vector based on the solution of the total least squares 

problem. The simulation results show that the augmented system has a lower number of conditionality than 

the bias normal system. The direction of further research will be a application of the results (Ivanov & 

Ivanov, 2017; Ivanov, Sandler & Kozlov, 2018) for estimation of the gross output vector of the Leontief 

dynamic model and the fractional order Leontief model. 
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