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#### Abstract

This paper deals with some issues related to the training of students of junior courses (approximately 14-19 years). At least two objectives are set. Firstly, we focus on potential participants of the programming Olympiads: according to our calculations, at least one third of the tasks of high-level competitions can be called exhaustive- searched. Secondly (which, apparently, is more important), mastering the proposed approach to the implementation of hard exhaustive-searched problems can (and should) serve as an "advanced" student as a first step into the "big science": the tasks themselves, and the approach we propose to implement them, are closely connected with the set of directions of modern artificial intelligence, the analysis of large data, and similar subject areas. Several of the problems we are considering are related to different subjects. Among these problems (subjects areas) are, first, the tasks previously given at different levels of the ACM Olympiads, including at the final stage of this competition. The solutions we offer for these tasks are no more complicated than the original ones, and considering that they can be quickly implemented using the approach we proposed (described in this article), we can say that they are much easier to learn by the trainees. In the paper, we describe some classes implemented in C++, intended for the quick generation of programs for solving a variety of enumeration problems. We give also some specific programming techniques for such problems.


## 1. Introduction

This paper deals with some issues related to the training of students of junior courses (approximately $14-19$ years). These questions are related to the approach to the implementation of programming algorithms for solving brute-force problems. In the opinion of the authors of the paper, the proposed approach can even be considered as a possible standard designed to develop and design algorithms for solving exhaustive problems. To note that, of course, the paper deals with the generalization of "advanced" high school students and junior students. At the same time, the following objectives are set.

## 2. Problem Statement

Firstly, we focus on potential participants of the programming Olympiads. We present an easily realizable method for solving an entire class of enumeration problems. It can be called an approach to the implementation of a set of algorithms based on the method of branches and bounds, which includes many additional similar heuristics; this uniformity lies in the fact that the heuristics themselves do not practically change when passing from one task to another.

Therefore, according to (Cormen, Leiserson, Rivest, \& Stein, 2009; Lipski, 2004) etc., we called this method a multi-heuristic approach. The complexity of the tasks we solve using this approach is very different: from "student Olympiad" problems to large software projects, often representing a complex of heuristic algorithms for the practical solution of some NP-difficult problem. It should be noted that despite this, the setting and implementation of our proposed tasks is available to a 16-17 year old "advanced" student.

In our previous publications, almost nothing was said on the implementation of algorithms; and in this paper, we try to eliminate this defect. According to the authors, in many scientific publications devoted to the descriptions of algorithms, as well as in various textbooks, the actual implementation of programs is often "overlapping taboo". Moreover, there is often a much worse situation, the next one. The very texts of the programs, given in very good books (like (Java Platform, 29 May 2018; The 2007 ACM Programming Contest World Finals, 29 May 2018)), seem somewhat "unfinished", simply because the authors practically do not pay attention to "purely programming" questions. Among these issues, we first of all note the allocation and release of dynamic memory, etc., but not only them. And for the implementation of the programs described by us, it seems that quite enough knowledge of a small subset of C++; it should be a small one, but a "good" subset, a self-succient one.

Secondly (which, apparently, is more important), mastering the proposed approach to the implementation of hard exhaustive-searched problems can (and should) serve as an "advanced" student as a first step into the "big science": the tasks themselves, and the approach we propose to implement them, are closely connected with the set of directions of modern artificial intelligence, the analysis of large data, and similar subject areas.

Several of the problems we are considering are related to different subjects. Among these problems (subjects areas) are, first, the mentioned before tasks previously given at different levels of the ACM Olympiads, including at its final stage. The solutions we offer for these tasks are no more complicated than the original ones, and considering that they can be quickly implemented using the approach we
proposed (described in this article), we can say that they are much easier to learn by the trainees. The second class of subject areas is various classical hard-to-solve brute-force problems, usually NP-difficult; as examples, we assume to result in the continuation article a very similar program applied to much more complex problems: the traveling salesman problem in the classical formulation, the problems of computing certain invariants of a graph, and the problem of state minimization for nondeterministic finite automata. We shall set one more goal to consider a concrete example of one of such problems. This analysis will include the basics of the necessary mathematical theory. In the current paper, we describe some classes implemented in $\mathrm{C}++$, intended for the quick generation of programs for solving a variety of enumeration tasks. Examples of programs that are accessible for understanding by an "advanced" junior student of $14-15$ years who owns the very basics of object-oriented programming are given. The following different things should be noted (sometimes once again):

- perhaps in our case, the implementation does not provide the fastest solution, but it provides a method for solving several Olympiad problems of different levels;
- some programming subtleties are explained in the comments to the programs; this is why we present the texts of the programs in more or less detail;
- our approach to such implementation constitutes an essential part of the subject of this paper; greatly simplifying the situation, it is the first step on the way to science;
- the MFC class library used by us (and perhaps a little "outdated") has exact analogues for a "much more modern" API interface library (its description is given, e.g., in (Russel \& Norvig, 2010).


## 3. Research Questions

Let us start with one of the problems of the 2007 ACM finals, namely, from task F (Luger, 2008) etc. This is the problem of the finals of the most prestigious international student's world championship (even one of the simplest tasks offered there), but its level is approximately such that when solving "offline", its complexity is quite accessible to the "advanced" high school student. As already noted above, when we consider it, we actually get a method for solving similar search problems.

So, we give the condition of the problem and we will note in advance that we have slightly simplified the formulation of the condition when deciding. For example, we will consider only the case N $=4$. Besides, we did not replace the word "blue" in the wording: even in the case of a black-and-white picture, the meaning is obvious.

## 4. Purpose of the Study

The end of the game is when each ball falls into the hole with the corresponding number (Figure 01).


Figure 01. The figure illustrating the condition of the problem

Figure 1 shows a solution with three blue balls, three holes, and a wall to play on a $4 \times 4$ Board. «The solution has five moves: lift the east side, lift the north side, lift the south side, lift the west side, lift the north side. The program should determine the fewest number of moves to drop all the marbles into the correct holes - if such a move sequence is possible» (Analytical statement, 2007).

Before discussing the solution, it should be noted that instead of the term "game" it is more accurate to use the word "puzzle", which is more in line with the terminology used in the literature on artificial intelligence (Hromkovicc, 2011; Melnikov \& Pivneva, 2016). However, when considering the condition of the problem, we left the terminology of the original. And since this is a puzzle, then we can apply the usual method of solving them, i.e. a complete search in the state space. But, as it was mentioned in the introduction, our approach to solving similar problems, to organizing the search in them (more precisely, the search with returns, backtracking) can be applied to other, much more complex problems. In Figure 02, we give only the "beginning" of the search tree (each vertex is a position): its bush, which refers to the root (i.e. the starting position).


Figure 02. The "beginning" of the search tree

So, the full search (the brute force method) is considered. At the same time, we must:

- firstly, prevent possible loops (in the search tree, i.e. in this case, in the tree of positions);
- secondly, find the optimal solution (minimum in the number of moves);
- and thirdly, be able to find situations in which there is no solution.

All this leads to the idea of using a search in breadth - which we will do.
We will not save the entire search tree. Here - and more importantly, that everywhere in such situations - it is enough (and desirable!) to store only the leaves of this tree; and since we decided to organize a search in width, then it is desirable to store the leaves in the form of a queue, see (Melnikov, 2017; Melnikov, 2018) etc. (And in the case of searching the most convenient version of the data in depth, it appears that the stack is also conveniently organized on the basis of an array or list.) We implement the queue using the simplest array (pointers to the vertices-positions). In the next program, each such vertex will be of type MyBoard. And we will be the easiest way to prevent possible looping: we will remember all the positions that we met. 1 So, in our program there will be even 2 arrays: in one we will store the positions not yet considered, and in the other is already considered. At the beginning of the work, the first one (the main one) consists of a single element (corresponding to the starting position), the second one is generally empty. Next, we sequentially delete the first element of the main array, the current position (adding it simultaneously to the second array), and write instead three positions to it, at the end of the main array (the main queue!), each of which can be obtained from the current one in 1 move. 2 The values of the main array (list) after the first and second iterations are shown in Figures 03 and 04 respectively.


Figure 03. The value of the main list after the first iteration


Figure 04. The value of the main list after the second iteration

## 5. Research Methods

Let us turn to the description of the software implementation. We use objectoriented programming and the simplest classes of library MFC (Pivneva, Melnikov, \& Kuptsov, 2016; Melnikov, 2018). It is important to note that it is this implementation that constitutes an essential part of the subject of this article. Also, let us note once again, that the MFC class library used by us (and perhaps a little "outdated") has exact analogues for a "much more modern" API interface library.

So, the following description of the class-position (MyBoard) is possible:
class MyBoard \{
private:
int nDim; // dimension
int Board [4][4];
bool WallRight [4][3]; // the wall is to the right of this cell bool WallDown [3][4]; // the wall is from below of this cell
int nDeep;
// level, depth of search (the number of moves already made)
int nLast;
// the last made move:
// 0 - we do not know; 1 - nord; etc.
public:
MyBoard ();
MyBoard (MyBoard\& copy); // copy constructor
int GetDim () \{ return nDim; \}
int Get (int i, int j) \{ return Board[i][j]; \}
int GetDeep () \{ return nDeep; \}
int GetLast () \{ return nLast; \}
friend istream\& operator>> (istream\& is, MyBoard\& board);
friend ostream\& operator<< (ostream\& os, MyBoard\& board);
bool Empty ();
// is everything already good? is the board already empty?
bool North ();
// to raise the board from the north;
// returns true if none of the balls hit the other's hole;
// else returns false
bool South (); // to raise the board from the south
bool West (); // to raise the board from the west
bool East (); // to raise the board from the east
\};
bool operator== (MyBoard\& board1, MyBoard\& board2);
// compares only the arrays of the Board
// of the objects under consideration
\}
Some comments have already been given in the class description itself. Implementation of the methods, apparently, is unlikely to cause interest; here, it is purely technical work.

To store arrays of positions (more precisely, pointers to positions), it is convenient to use a specially written successor of the class CPtrArray; it is important to note that this approach is desirable very often, when considering an array (or list) of pointers to a variety of data structures. So, the following description of the derived class CPtrArray is possible:

```
class MyArray : public CPtrArray { // of MyBoard*
public:
    bool Exists (MyBoard* pBoard);
    void MyAdd (MyBoard* pBoard);
};
```

Unlike the previously discussed MyBoard class, we shall introduce here the implementation of these methods.

```
bool MyArray::Exists (MyBoard* pBoard) {
    for (int i=0; i<GetSize(); i++) {
    MyBoard* pN = (MyBoard*)GetAt(i);
    if (*pN==*pBoard) return true;
    }
    return false;
}
void MyArray::MyAdd (MyBoard* pBoard) {
    if (Exists(pBoard)) delete pBoard;
    else Add(pBoard);
}
```

Here, the Exists() method, by the simplest linear search, gives an answer to the question of the presence in the array of some element-position (for the possibility of such a search, we have previously reloaded the comparison operator of the MyBoard class) and the MyAdd() method adds a new position to the end of the array. If the position in question is already present in the array, then we do not add it; moreover, we call the destructor for it. Note that this approach requires accuracy (since the establishment of the object occurs at one level of the program, and its removal occurs at the other one), but it is possible.

## 6. Findings

Now consider the most important class MyTask defining our main construction, i.e. the whole task. It is very important to note that it is desirable to use almost the same class in a lot of more complicated discrete optimization problems.

```
class MyTask {
private:
    MyArray Current; // positions not yet considered
    MyArray Old; // positions already considered
public:
    MyTask (MyBoard& board);
    friend ostream& operator<< (ostream& os, MyTask& task);
        int Step ();
            // returned value:
            // -1 the array of subtasks is empty;
            // 0 this situation requires the continuation of the work;
            // >0 the answer
        int Run ();
            // returned value:
            // -1 there is no answer;
            // >=0 the answer
};
```

The Run() method is of no interest: it consists of sequential calls to the Step() method; the implementation of the last one is given below.

```
int MyTask::Step () {
    if (this->Current.GetSize()<=0) return -1;
    MyBoard* pOld = (MyBoard*)Current.GetAt(0);
    if (pOld->Empty()) return pOld->GetDeep();
    // the "reinsurance"
    this->Current.RemoveAt(0);
    int nLast = pOld->GetLast();
    if (nLast!=1) { // we can lift the board from the north side
        MyBoard* pN = new MyBoard(*pOld);
        if (!pN->North()) delete pN;
        else if (pN->Empty()) {
            int n = pN->GetDeep();
            delete pN;
            return n;
        }
            else if (Old.Exists(pN)) delete pN;
            else this->Current.MyAdd(pN);
    }
```

```
    // ...
    // similar challenges of lifting the board from 3 other sides;
    // the texts of such calls are omitted
    // ..
    Old.Add(pOld); return 0;
```

\}

Let us note, that it is possible to simplify the full search (that is, to reduce the number of positions considered) in different ways; we mean not only not reviewing the same move twice consecutively (i.e., using the nLast field). However, we will not discuss this point in more detail, we hope to return to it in the paper-continuation.

## 7. Conclusion

In the next publication, we are going to consider the continuation of this material, and to complicate it both from the point of view of the problems under consideration and from the point of view of algorithms.

As problems of discrete optimization solved by the same approach, we propose to consider the traveling salesman problem in its classical formulation (Pola'k, 2005), etc., and also the problem of minimization of nondeterministic finite automata (Melnikov, 2018), etc. Among our publications, devoted to this topic, we note once again Melnikov \& Melnikova (2017), Melnikov \& Pivneva (2016) and also Melnikov \& Melnikova (2018) and Pivneva, Melnikov, \& Kuptsov (2016). These problems (of the article-continuation) should be available to the "advanced" student.

And as the algorithms that develop this topic, we propose to consider the following. First, we note that in the above problem, we can actually not separate the matrix and the subtask that includes it; however, in more complex cases this cannot normally be done. The discussion of such an implementation (let us repeat, also available to the "advanced" young student) is assumed in the collapsing publication.

One of the auxiliary algorithms necessary for this is the division of the task into two subtasks; this division is one of the most important parts of the branch and boundary method (Melnikov \& Melnikova, 2017; Melnikov \& Pivneva, 2016; Melnikov \& Melnikova, 2018). We carry out this division as a method of the subtask class (in our notation, MySubTask): this method changes the owner (the object of the class MySubTask), making from it the so-called "right subtask" (Cormen, Leiserson, Rivest, \& Stein, 2009). As an output, it gives a pointer to the created "left" subtask, to which the constructor was previously applied.
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