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Abstract 

At present time, the philologists analyze poetic texts in order to identify the various characteristics 

of the literature work (the information about the verse, the rhythmics of the end of poems, a detailed 

description of the used rhymes, etc.), which are necessary in the process of study of the author's work. One 

of the most important characteristics of a poetic text are its style and genre. Currently, the specialists in this 

field are forced to work with the classification almost manually. The information about the reasons of the 

provided predictions is not available to the user, although such knowledge is of great importance in further 

analysis of the results. These problems can be overcome by creating a software system that allows to load 

the categorized data, and to show a detailed report on the results of the classification on the output display. 

The purpose of this work is to implement a web application to control the algorithms for automatic 

determination of styles and genre types of poetic texts. It allows experts in the field of philology to 

download the necessary data in a convenient way, to choose an automatic classifier and to analyze valuably 

the result of the classification, based on its justification obtained by the LIME algorithm and its 

implementation in the ELI5 library. It is worth noting that this decision is not tied to any specific categories 

of classification, what makes it universal.  
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1. Introduction 

Text classification is one of the main tasks of computational linguistics. In this regard, various 

methods of text classification, as well as the selection of the best algorithms for usage in research and 

commercial tasks, are of great importance. The modern approach to classification is based on machine 

learning methods. 

At present time, the philologists analyze poetic texts in order to identify the various characteristics 

of the literature work (the information about the verse, the rhythmics of the end of poems, a detailed 

description of the used rhymes, etc.), which are necessary in the process of study of the author's work. One 

of the most important characteristics of a poetic text are its style and genre. Currently, the specialists in this 

field are forced to work with the classification almost manually. 

As for the automatic classification of texts by genres and styles, it is quite difficult for a non-

technical specialist to dive into an unknown area. Moreover, despite their widespread adoption, the machine 

learning models remain mainly “the black boxes”. The information about the reasons of the provided 

forecasts is not available to the user, although such knowledge is of great importance in further analysis of 

the results. The main problem is the lack of confidence of users to model or prediction, which leads to the 

rejection of their usage.   

 

2. Problem Statement 

The formal definition of the classification task is as follows. Let the set 𝐷 = {𝑑𝑖}𝑖=1
𝑛  be a sampling 

of objects, where each element is characterized by a feature vector, i.e. 𝑑𝑖 = (𝑓𝑖1, … , 𝑓𝑖𝑛). The result of 

object classification 𝑑𝑖 is some value from a finite set 𝑇 = {1, … , 𝑚}. In this case, the main purpose of the 

pattern recognition problem is to find an algorithm that uniquely determines the final value from the set T 

by the feature vector or gives a vector of estimates of the object's belonging to each class. At the initial 

stage, a subset of objects with the already known resulting class exists. Such objects make up a training set. 

If we apply the above definition to the problem of text classification by styles or genres, we will get 

that 𝑑𝑖 is a poetic text, which is characterized by a set of features (it is not known yet what). Based on these 

features, the classification algorithm correlates the text with one of the styles or genres. Each style or genre 

is assigned a unique value from the set {1, … , 𝑚}. 

Machine learning specialists are not only involved in the construction of various classification 

algorithms, but also in the development of ways to mapping text objects to real vectors. After selecting a 

specific model, a detailed selection of algorithm parameters takes place, depending on the characteristics 

of the problem to be solved. It is the technical specialists with knowledge in this area are engaged in solving 

these issues.   

 

3. Research Questions 

The possibility of using the already developed algorithms by philologists (Barakhnin, 

Kozhemyakina, & Pastushkov, 2017) is considered in this paper. The problems of such use are manifested 

due to the lack of understanding of the processes occurring within the classifier. Philologists are unable to 

answer the questions, what are the algorithms and their parameters are preferable in certain tasks. 
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There are three main reasons why experts cannot fully use machine learning algorithms to solve 

practical tasks related to the specifics of the profession: 

1. The difficulty in setting up the model. These include such fundamental issues as the choice of a 

suitable classifier, setting model parameters, preprocessing data additionally. The above issues are dealt 

with by specialists in the field of machine learning, and the philologist is no able to make any minimal 

adjustments in the future. 

2. Transfer of training and test data. Due to the fact that the classifiers are an implementation of 

some software interface, then their use requires basic knowledge of programming. Experts in related fields 

are often lacking. A lot of time is spent on teaching philologists the basics of programming, and on 

explaining in what format it is necessary to transfer data. 

3. Distrust of the results. Trust is critical to effective human interaction with machine learning 

systems. The user of the model cannot trust only the classification accuracy indicator because he is not 

aware of the reasons for the obtained results.   

 

4. Purpose of the Study 

To overcome the above problems, is need to create a software system that allows to download 

categorized data, and provides a detailed report on the results of the classification on the output. 

The purpose of this work is to implement a web application to control algorithms for automatic 

determination of styles and genre types of poetic texts. 

To achieve this goal, the following tasks were performed: 

1. The possible approaches of predictions explanation from automatic classifiers for text data are 

analyzed; 

2. The system requirements to the developed system is formulated; 

3. The appropriate software have been selected; 

4. Designed and developed software system.  

 

5. Research Methods 

5.1. Predictions explanation from classifier 

In this paper “predictions explanation” means representation of text artifacts, that provide good 

understanding of relationship between the word in document and the prediction of the model. Predictions 

explanation is important condition for users ability to rely on automatic classifiers and use them correctly 

to obtain solutions for practical tasks. Unreliability of individual predictions is large problem in case of 

model used for decision making. For instance, predictions obtained by applying machine learning 

algorithms are incompletely reliable because false results despite of positive or negative can be significantly 

harmful.  

LIME algorithm (Local Interpretable Model-agnostic Explanations) (Ribeiro, Singh, & Guestrin, 

2016) has been examined below for further representation of classifier predictions explanation. 

Before description of explanation system, it is important to distinguish classifier features from 

interpreted data representations. Interpreted explanations must have representation which is independent 

from model features and understandable for users. For instance, possible interpreted representation for text 
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classifier can be binary vector indicating absence / presence of a word in document although classifier may 

use more complex text features.  

Let is 𝑥 ∈ 𝑅𝑑  a feature vector of some object, and let is 𝑥′ ∈ {0, 1}𝑑′ a binary vector of an object, 

necessary for interpretation. Class of potentially interpreted models (like a linear models or decision trees) 

denotes as G and 𝑔 ∈ 𝐺 means certain model that can be easily demonstrated to the user in the form of a 

text or visual artifact. The scope of g is{0, 1}𝑑′, so g acts on the absence / presence of interpreted 

components. Since not all are simple to interpret, it is necessary to introduce 𝛺(𝑔) as measure of complexity 

to explain the model g. For example, for decision trees a measure of complexity is the depth of the tree, and 

for the linear model it is the number of non-zero weights. 

Consider 𝑓: 𝑅𝑑 → 𝑅 the explained model, where 𝑓(𝑥) represents the probability (or binary 

identifier) that an x object belongs to a class. Multiple classes have separate explanations, so 𝑓(𝑥) is 

explanation of certain class. Introduce the 𝜋𝑥(𝑧) as the measure of proximity between objects x and z, which 

is necessary to determine the neighborhood x. Finally, ℒ(𝑓, 𝑔, 𝜋𝑥)  is a measure of how much the wrong 

model g approaches the model f in the neighborhood defined by 𝜋𝑥.  Obtained result is that to achieve the 

interpretability it is necessary to minimize the function ℒ(𝑓, 𝑔, 𝜋𝑥) while 𝛺(𝑔) must be sufficiently small. 

The following formula of LIME algorithm, which reflects the predictions explanation is below: 

𝜀(𝑥) =  argmin
𝑔∈𝐺

ℒ(𝑓, 𝑔, 𝜋𝑥) +  𝛺(𝑔). 

Consider G as class of linear models, so 𝑔(𝑧′) =  𝑤𝑔 ∗ 𝑧′. As a proximity measure function is used 

function 𝜋𝑥(𝑧) = exp (−
𝐷(𝑥,𝑧)2

𝜎2 ) which is exponential kernel, defined on some function of the distance D 

with width σ. For instance, in text analysis cosine similarity (the ratio of the scalar product of vectors and 

the product of their norms) used as D and for image analysis D is and for images, the Euclidean distance 

𝐿2 is used. Thus, the function ℒ(𝑓, 𝑔, 𝜋𝑥) takes the following form: 

ℒ(𝑓, 𝑔, 𝜋𝑥) =  ∑ 𝜋𝑥(𝑧) ∗ (𝑓(𝑥) − 𝑔(𝑧′))2
𝑧,𝑧′∈𝑍 . 

 

5.2. System requirements 

The system requirements to the developed system are formulated. These requirements were agreed 

with expert in the field of philology who face problems with the use of automatic classifiers. 

At first user should be able to add the new text corpora. This process contains: 

 Entering corpora name for further user orientation; 

 Appending known categories and belonged documents. Names of categories are 

determined by user; 

 Appending large amount documents named by user to the system. 

In addition to appending new data to the system, the user may need to edit existing data. Therefore, 

everything that the expert has loaded into the system, it should be able to change. This includes changes in 

the names of the corpora of texts, categories, documents, as well as the content of the corpora and categories 

themselves. 

The main purpose of the system is to provide recommendations on the classification of documents 

to the expert. That is, in the end, the user should see not only the results of the classification, but also a 

tentative explanation of certain conclusions. 
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5.3. Software 

Chosen as a framework for implementation of algorithmic part of web application was the Django 

(Forcier, Bissex, & Chun, 2008), which encapsulates the solutions for main web-development problems, 

so writing the application is focused. 

For more effective work on user interface the Bootstrap (Spurlock, 2013) framework was chosen. It 

includes set of HTML and CSS templates for simplification of web interfaces development.  

Comparative analysis of DBMS's has conclude the solution to use PostgreSQL (Obe, & Hsu, 2017), 

that responds main criteria of data storage durability in multi-user application. During design of database 

structure were selected main entities corresponding input data such as corpora, category, document and etc.  

Data transfer format between application and classifier instance on server is JSON (Marrs, 2017). 

Due to its simplicity this format uses for serializing complex structures which transforms to string values. 

This format is usable and popular for data transfer between any system components, therefore many 

programming languages have integrated solutions for data convert. Application supports ability to choose 

one of implemented classifiers on server.  

For representing classifier predictions explanation were used Python library ELI5, that implements 

LIME algorithm described above. There is special class TextExplainer in ELI5 library, it implements 

function fit() with two parameters: 

 Document, for which the explanation was built; 

 Classification function, that returns probabilities membership object to category. 

These parameters are defined by user.   

 

6. Findings 

On the main screen (Fig. 01) the user is given the opportunity to add a new corpus of text, edit or 

delete an existing corpus. The classification script, which contains the transition to the selection of the 

existing algorithm and further waiting for the results from the classifier server, is executed after clicking 

on the name of corpus. 

 

 

Figure 01.  Main screen of the system “Style or genre identification” 

 

The functions of working with data when editing an existing corpus of texts and adding a new corpus 

are the same, so they are combined on one screen (Fig. 02). By default, each corpus of texts has one non-

deleted category “Unsorted”, to which the user adds documents for further classification. The remaining 

categorized documents are then used as a training set. 
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Figure 02.  Example screen with a list of text corpuses after identification 

 

As a result, the user is provided with information about the resulting predictions of the classifier in 

the form of a table (Fig. 03). In addition, information is available on the explanation of the predictions made 

for each text after clicking on the document name. In this case, the explanation is a list of words with 

relative weights. This means that the word on the screen will be highlighted in red or green color of different 

intensity. The green color indicates that the word has contributed to the document's category. The red color 

shows the opposite: this word has contributed against this category. 

 

 

Figure 03.  Example of displaying classification results 

 

7. Conclusion 

As a result of the work, the application that allows to minimize the time of training the interaction 

of an expert philologist with the system was implemented. This is done by providing the expert with 
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appropriate advice on the style or genre of the poetic text. This solution is universal and easily expandable 

for different range of classification problems. 

The immediate plans include the implementation of the study to identify the most appropriate 

algorithms and their parameters for the tasks of classification of poetic texts by styles and genres. 
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