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Abstract 
 

The paper deals with an actual applied problem related to the artificial neural networks training. An 
approach to the solution based on the idea of random search is proposed. An original training algorithm 
that implements Boltzmann annealing has been developed and its convergence in probability to the global 
optimum has been proved. It is also shown that the proposed algorithm can be easily modified to train any 
artificial neural network. Thus, it has a good prospect for solving applied problems using neural network 
technologies in general. Experimental studies have been carried out, in which, using the example of 
compressing color raster images problem, the proposed algorithm was compared with the known adaptive 
moment algorithm - one of the best gradient methods for training neural networks. Image compression was 
performed using an ensemble of n Gauss-Bernoulli restricted Boltzmann machines. The use of an ensemble 
of n machines in combination with a specially developed parallelization procedure made it possible to 
reduce the computational complexity of the training process and increase the speed of the proposed 
algorithm. As a result of experiments, it was shown that the proposed approach is not inferior to gradient 
methods in terms of speed. Moreover, the developed training algorithm turned out to be more than twice as 
effective as the adaptive moment algorithm in terms of the quality of the solution obtained.    
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1. Introduction 

Modern society is moving from the post-industrial to the informational stage of its development. 

Huge arrays of numerical data are generated daily, which stimulates the development of information and 

computer technologies (Chen et al., 2022). Recently, neural network technology for data processing has 

become widespread. The technology is based on a flexible mathematical model - an artificial neural 

network, with the help of which a wide range of applied problems is solved. To tune a neural network to a 

specific subject area, it is necessary to train it. Training is a typical optimization problem, where the 

objective function is given, which describes the solution quality, and the data on which it is necessary to 

achieve the optimal functional value. At the initial stage of the neural networks development for training, 

as a rule, the gradient approach was used. This approach has become widespread due to the high 

convergence rate of the methods that implement it (Nakamura et al., 2021). However, with the development 

of computer technology, the situation has changed cardinally and this factor has ceased to be a determining 

factor. This, in turn, made it possible to develop other approaches to training. 

The paper considers an alternative approach to training neural networks based on the idea of random 

search. An algorithm is proposed that implements one of the variants of the annealing method, and its 

efficiency is studied using the example of solving the color images compression problem. 

2. Problem Statement 

Consider the problem of color images compression, which can be described as follows. 

Let a bitmap color image be given by a set of color pixels (containing red, blue and green colors). 

In this case, any of the colors is set to a value from 0 to 255, that is, it is an 8-bit number. In this case, can 

be represented a single pixel as a Cartesian product of three 8-bit sets, and an image as a Cartesian product 

of 8-bit sets. As a result of image compression in the bit space, a certain vector of minimum dimension k in 

a certain sense should be constructed. 

The problem of color images compression can be formally written as follows: 

Let a set of color images X be given. It is necessary to construct an algorithm such that: 

 

where x is the original image; y is an image restored from a compressed image; N is the number of pixels 

in the image. 

Inverse mapping A-1 may not be unique, but it is required to compress images as much as possible (

), but square error across all images set X should not be greater than some threshold T, which is 

set manually.  

Lower-dimensional representations can improve performance on many tasks, such as image 

compression, reconstruction and clustering (Liu et al., 2019). Color image compression occurs in many 

information retrieval problems (Dewi et al., 2021; Khanna et al., 2019; Knop et al., 2016). In such tasks, 
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the restricted Boltzmann machine (RBM) is often used, which allows you to extract informative features 

that are used later for image classification. 

3. Research Questions 

In course of the study the following questions were raised: 

§ Is it possible to build efficient RBM training algorithm implementing annealing method? 

§ What is the efficiency of the algorithm based on the annealing method in relation to the 

gradient descent algorithm? 

4. Purpose of the Study 

The answers to the issues raised above will help achieve the goal and in future to contribute to the 

development of neural network training algorithms. It should increase a solution quality in a wide range of 

applied problems. 

5. Research Methods 

RBM refers to models (architectures) of recurrent neural networks. The parameters that define the 

properties of the connections between the neurons of the layers are called weights, and the parameters of 

the neurons are called their characteristics. Characteristics depend on the type of distribution that the 

network generates. For Gauss-Bernoulli-type RBMs, often used for data compression, neurons have three 

characteristics. For the hidden and visible layers, the displacements of the neurons HB and B are set, 

respectively, as well as the parameters of the dispersion of neurons σ. As a result, the architecture of the 

RBM P can be described by four types of parameters: the sets of weights W, the bias of the visible and 

hidden words B and HB, and the variances of neurons in the visible layer σ. That is, RBM can be formally 

described as a parametric family P=(W, B, HB, σ). By fixing certain elements in each of the sets, you can 

set different subtypes of architectures.  

Consider a RBM containing n1 neurons in the input layer and n2 neurons in the hidden layer. Then 

arbitrary parameters' values x=(x1,x2,…xn1*n2+2n1+n2) xi , i=1,…,n1n2+2n1+n2 define a specific version of 

the this type neural network. 

It is proposed to use an approach based on the idea of a random search to train the RBM. The 

optimization problem in this case can be formulated as follows. 

Let Ω be the set of feasible solutions. In the case of neural networks of the described above type, it 

can be represented as a Cartesian product of subsets of admissible parameter values for each group of 

network parameters Di (the Gauss-Bernoulli RBM has four groups of parameters). In this case, for each 

group of parameters, the set of feasible values is determined by the formula 

 

where ki is the number of parameters in the group; ai, bi – upper and lower bounds of values in the 

group. 
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Suppose that on the set of feasible solutions Ω the objective function F is defined, and for each 

element  there is a set of neighboring elements . Then the optimization problem can be 

formally specified as a triple (Ω, F, N). A set of neighboring elements determines the optimization 

algorithm. Almost all random search theory was build on several restrictions on this set. 

Let us consider the possibility of solving the problem described above using Boltzmann annealing.  

For this variant of the annealing method, the sequence T0, T1, T2,… is specified, the elements of 

which are interconnected by the relation: 

                 (1) 

Using these values, the transition probability from the current solution x to the new solution y is 

determined. The probability is determined by the formula: 

                   (2)

 

An algorithm that implements Boltzmann annealing is proposed (Kirkpatrick et al., 1983).  

Preliminary stage. Parameters initialization. 

Step 0. Setting initial values for problem parameters x=(x1,x2,…xn1n2+2n1+n2) and temperature T0. 

General k-th iteration.  

Step 1. Four random variables are generated n1, n2, n3, n4 according to the formula 

 

where R[a;b] is a realization of a uniformly distributed random variable on the segment [a;b] ;mi 

is number of parameters in each group. Values n1, n2, n3, n4 are amount of parameters to change. 

Step 2. Random permutations are generated Q1, Q2, Q3, Q4 m1, m2, m3, m4 length respectively. First 

n1, n2, n3, n4 elements specify the indexes of the parameters to be changed in each of the parameter groups. 

Let, for example, J1={xq11,xq12,…,xq1n1}, J2={xq21,xq22,…,xq2n2}, J3={xq31,xq32,…,xq3n3}, 

J4={xq41,xq42,…,xq4n4}, J1,J2,J3,J4 – sets of changing parameters. 

Step 3. New solution y=(y1,y2,…yn1*n2+2n1+n2) is generating according to the formula: 

 

where l1, l2, l3, l4 – algorithm parameters. These parameters determine the set of neighboring elements size. 

The set of neighboring elements size is critical. It influences on convergence speed and final solution 

quality. 

Step 4. Calculating of the objective function value F(y). 

Step 5. A new solution is chosen according to the probability value (2). 
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Step 6. Checking the optimality criterion. If the time for training has expired, then the algorithm 

terminates, otherwise the value of k is increased by one and go to Step 1. 

It is easy to show that the developed training algorithm is correct, in the sense that the algorithm 

does not make transitions to invalid solutions. 

An important characteristic of this type of algorithm is the convergence property. For this annealing 

method variant, the convergence theorem is known. 

Theorem 1 (Hajek, 1988). 

For any non-local minimum x 

 

2. If B is the set of local minima of depth d, then for any x from B 

 

if and only if when 

 

3. Let Ω* be the set of global minima and d* be the maximum from the depths of local minima that 

do not match with any of the global 

 

if and only if when 

   
           (3) 

According to (Hajek, 1988) theorem, the algorithm must satisfy the following conditions: 

§ a new solution must be chosen with probability (2); 

§ problem (Ω, F, N) must be irreducible and have the weak reversibility property; 

§ temperature sequence (1) must be decreasing and converging to zero; 

§ the generator of new solutions must have the reversibility property. 

The convergence conditions were formulated in the form of statements and proved (Krasnoproshin 

& Matskevich, 2022). 

Statement 1. Problem (Ω, F, N) is irreducible and has the weak reversibility property. 

Statement 2. The temperature sequence (1) monotonic decreasing to zero and satisfies the 

constraints (3). 

Note. The proposed training algorithm can be easily modified for neural networks of any 

architecture. To do this, you need to determine the number of network parameter groups and set the 

parameters of the algorithm from step 3. 
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It should be noted that this algorithm allows the use of parallelization procedures, including those 

developed earlier to speed up the training of neural networks. 

The theoretical guarantee of convergence makes it possible to obtain a global optimum, but when 

solving an applied problem, it is important to know how fast the algorithm converges. Therefore, to study 

the problem and study the effectiveness of the proposed approach, experimental studies were carried out 

using the example of solving the color images compression problem. 

The well-known dataset CIFAR-10 (2020), which contains 60000 color raster images with a 

resolution of 32x32 pixels, was chosen as experimental data. Each image contains exactly an object 

belonging to one of the ten classes. Images, in addition to the object, contain an additional background, 

which greatly complicates compression. 

For experimental studies, 8-fold, 16-fold and 32-fold compression ratios were chosen. Higher 

compression ratios lead to excessive losses, and lower compression ratios have no practical application in 

neural networks. 

An ensemble of n RBMs was used as a compression tool. For 8-fold compression, 256 Gauss-

Bernoulli RBMs were used. 128 machines were used for 16x compression, and 64 machines for 32x 

compression. 

One of the best modifications of the gradient method, the adaptive moment algorithm (Hamis et al., 

2019), was used as a comparison algorithm. To estimate the gradient, there are many modifications: CD-N 

(Li et al., 2021), PCD (Oswin et al., 2018), N-PT-M (Brugge et al., 2013). To speed up training by the 

gradient method and achieve maximum quality (by mean square error), the CD-1 algorithm was chosen. 

Training and validation were carried out on 4000 images. The remaining 52,000 images were used 

as a test set to check the quality of the resulting solution. To measure the quality, the functionals MSE, 

PSNR, PSNR_HVS, SSIM (Temel & AlRegib, 2019) were used. 

The experiments were carried out on a computer with the operating system Lubuntu 20.04, with 4 

core CPU intel i7-4770k with 16 GB 1600 MHz RAM and GPU nvidia rtx 3070 with 5888 cores. The 

training time was measured using the gettimeofday function. 

The results are presented in the Table 1.  

 

Table 1.  Training results for a restricted Boltzmann machine  

Training 
algorithm 

Compress 
ratio, 

bit/pixel 

Training time, 
h MSE PSNR PSNR_HVS SSIM 

adaptive moment 
algorithm 

3 1.5 2345 14.7 14.9 0.401 
1.5 1 2531 14.3 14.6 0.330 
0.75 0.5 2992 13.5 13.8 0.179 

proposed 
algorithm 

3 1 376 22.5 22.6 0.794 
1.5 1 518 21.1 21.3 0.737 
0.75 1 722 19.7 19.9 0.650 

6. Findings 

Based on the experimental results, a conclusion can be drawn. Thanks to the use of a special 

parallelization procedure, it was possible to achieve parity in performance with gradient methods. In terms 
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of the MSE functionality (the lower the value, the better), the proposed algorithm more than doubled the 

quality of the opponent, in terms of the PSNR and PSNR_HVS functionals (the higher the value, the better) 

by about 50%, and in terms of the SSIM functionality (more is better), more than twice. 

 

7. Conclusion 

The paper proposes an approach to training neural networks based on random search and develops 

an original algorithm that implements Boltzmann annealing. The algorithm convergence in probability to 

the global optimum is proved, and it is shown that the proposed algorithm can be easily modified to train 

any artificial neural network. 

As part of experimental studies, using the example of the problem of compressing color bitmap 

images, the proposed algorithm was compared with the adaptive moment algorithm.  

As a result of experiments, it was shown that the proposed approach is not inferior to gradient 

methods in terms of speed. Moreover, according to various metrics, the developed algorithm turned out to 

be more efficient than the adaptive moment algorithm in terms of the quality of the solution obtained. 

Thus, the proposed training approach, based on the idea of random search, has good prospects for 

solving applied problems using neural network technologies in general. 
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